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Legal Notices

Copyright © 2024. Adaptive Computing Enterprises, Inc. All rights reserved.

This documentation and related software are provided under a license agreement
containing restrictions on use and disclosure and are protected by intellectual property
laws. Except as expressly permitted in your license agreement or allowed by law, you may
not use, copy, reproduce, translate, broadcast, modify, license, transmit, distribute, exhibit,
perform, publish, or display any part, in any form, or by any means. Reverse engineering,
disassembly, or decompilation of this software, unless required by law for interoperability,
is prohibited.

This documentation and related software may provide access to or information about
content, products, and services from third-parties. Adaptive Computing is not responsible
for and expressly disclaims all warranties of any kind with respect to third-party content,
products, and services unless otherwise set forth in an applicable agreement between you
and Adaptive Computing. Adaptive Computing will not be responsible for any loss, costs, or
damages incurred due to your access to or use of third-party content, products, or services,
except as set forth in an applicable agreement between you and Adaptive Computing.

Adaptive Computing, Moab®, Moab HPC Suite, Moab Viewpoint, Moab Wide Area Grid,
NODUS Cloud OS™, On-Demand Data Center™, and other Adaptive Computing products are
either registered trademarks or trademarks of Adaptive Computing Enterprises, Inc. The
Adaptive Computing logo is a trademark of Adaptive Computing Enterprises, Inc. All other
company and product names may be trademarks of their respective companies.

The information contained herein is subject to change without notice and is not warranted
to be error free. If you find any errors, please report them to us in writing.

Adaptive Computing Enterprises, Inc.
1100 5th Avenue South, Suite #201
Naples, FL 34102
+1 (239) 330-6093
www.adaptivecomputing.com

Legal Notices

http://www.adaptivecomputing.com/
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Adaptive.hpc/ai/ml-as-a-service Overview

Adaptive.hpc/ai/ml-as-a-service includes over 120+ open-source applications with
additional frameworks, tools and packages optimized for GPUs and AI/ML workloads. The
full Adaptive Computing Technology Stack is included and contains the Moab HPC Suite and
ODDC (On-Demand Data Center) software, and cloud-based or on-premises
supercomputing infrastructure.

For pricing information, contact us at sales@adaptivecomputing.com.

For support, contact us at support@adaptivecomputing.com.

Adaptive.hpc/ai/ml-as-a-service Overview
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Chapter 1: Running an On-Premises Interactive Job

Follow the steps below to run an on-premises (using Moab Node) interactive job using a
precreated Viewpoint template.

1. Access the Viewpoint URL provided by Adaptive Computing. The Login screen appears:

2. Log in with the credentials provided by Adaptive Computing.

Chapter 1: Running an On-Premises Interactive Job



3. Select theWorkload tab and then select Create Job:
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4. Select the template Start Interactive E4S On Prem Session using A100 GPU:

Chapter 1: Running an On-Premises Interactive Job



5. Select the Application option Graphical Terminal and then click the Create button.
The Interactive session starts as a Moab job:

Chapter 1: Running an On-Premises Interactive Job
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6. Click theWorkload tab to view the interactive Moab job running:

7. Click the Nodes tab to view the Moab node (A100) being used:

Chapter 1: Running an On-Premises Interactive Job



8. Click theWorkload tab, click the interactive job running (called Moab.xx), and then click
the active Job Id link:

Chapter 1: Running an On-Premises Interactive Job
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9. On the right side, hover over the option Remote Viz Session, click the blue arrow, and
then click Connect to Remote Session. A new URL tab opens where the session on the
Moab node will start (wait for the Graphical Terminal session to come up):

Chapter 1: Running an On-Premises Interactive Job



10. You can run nvidia-smi, for example, to see the Nvidia details:

11. From the terminal session cd /es4sonpremvm/E4S/24.02 to mount E4S from the
E4S Appvm:

12. Then run singularity run –nv e4s-cuda80-x86_64-24.05.siff to load
a Singularity container:

Chapter 1: Running an On-Premises Interactive Job
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13. Run spack find to view all prerequisite packages available:

Chapter 1: Running an On-Premises Interactive Job



14. Run spack find -x to view the available E4S applications that can be loaded in
your path:

Chapter 1: Running an On-Premises Interactive Job
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15. Run spack find -x +cuda to view which of the available applications are GPU
enabled:

16. Run a find command, for example spack find openfoam to show if this application
is available and the version of the application:

17. As an example of a graphical application, run cd examples and use one of the
Application example files (e.g., if using tau, change to the directory cd
examples/tau):

Chapter 1: Running an On-Premises Interactive Job



18. You can use the demo output file in the above directory to view, using for example
paraprof:

Here is a Graphical view using the example above:

Chapter 1: Running an On-Premises Interactive Job
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19. To terminate the remote session, from the Viewpoint UI, select the Sessions tab:

20. Hover over the started session, and then select Terminate Session. The remote
session is terminated and the interactive job completes:

Chapter 1: Running an On-Premises Interactive Job
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Chapter 2: Deploying E4S in the Cloud

Follow the steps below to deploy E4S in the Cloud (using an AWS deployed cluster in
ODDC, nodes in bursting mode/down) using a E4S application, and using a precreated
Viewpoint template.

1. Access the Viewpoint URL provided by Adaptive Computing. The Login screen appears:

2. Log in with the credentials provided by Adaptive Computing.
3. Select theWorkload tab and then select one of the following templates as desired:

l Submit E4S on AWS with an application

l Submit E4S on Azure with an application

l Submit E4S on GCP with an application

l Submit E4S on OCI with an application

Chapter 2: Deploying E4S in the Cloud



In the example below, we are using AWS:

This shows information about the ODDC cluster, such as the number of nodes and how
many cores are on each node.

4. From the E4S Application drop-down list, select the E4S Application to load in your
path using spack.

Chapter 2: Deploying E4S in the Cloud
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5. Click the Create button to start the process of Moab sending a power on job to ODDC to
start up the nodes in the AWS data center where the actual job is queued until the
nodes are deployed, then the job runs using the two nodes:

6. Access the ODDC URL provided by Adaptive Computing. The Login screen appears:

7. Log in with the credentials provided by Adaptive Computing.

Chapter 2: Deploying E4S in the Cloud



8. Click the Cluster Manager tab:

9. Click the cluster Name link (in this case e4s-aws-canada3) to view details about the
cluster:

Chapter 2: Deploying E4S in the Cloud
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10. Click the Nodes tab to view the cluster nodes deploying:

11. Click the Configuration tab and select the Remote VNC client check box:

Chapter 2: Deploying E4S in the Cloud



12. Click the OPEN VNC VIEWER button. A pop up session opens that is connected to the
cluster head node, which is running a Ubuntu OS:

13. Click the Connect button:

Chapter 2: Deploying E4S in the Cloud
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14. Log in with the same credentials as your ODDC login. This connects to the head node on
a Ubuntu Remote Desktop Session:

15. Now run the spack find, spack find -x, spack find -x +cuda, and
spack find openfoam example commands as in the Viewpoint session:

16. Do a cd and then a cd examples/tau as in the Viewpoint session:

Chapter 2: Deploying E4S in the Cloud



17. Use the demo file (as an example) to run in paraprof, showing the Paraprof Graphics
rendering the demo file:

18. From the ODDC VNC session, close this session by first selecting File in the Paraprof
session, select Exit Paraprof, do exit on the terminal session to get out of the
terminal, select the options in the top-right of the Ubuntu desktop to select Log Out,
then select the Log Out confirmation to close your VNC session:

Chapter 2: Deploying E4S in the Cloud
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19. After the cluster nodes deploy, click the Nodes tab. The job submitted from Viewpoint
runs using the nodes and the nodes show busy while being used:

20. While the job is using the nodes, select the Queue tab to view the job being run on the
node:

When the job has completed on the nodes, the nodes show available again and ODDC
terminates the nodes automatically after the idle purge time set in Moab expires, then
the nodes are terminated:

Chapter 2: Deploying E4S in the Cloud



Now the nodes are being terminated automatically on the Cloud provider:

Now the nodes are down until the next set of workloads is sent to it:
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