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Legal Notices

Legal Notices

Copyright © 2024. Adaptive Computing Enterprises, Inc. All rights reserved.

This documentation and related software are provided under a license agreement
containing restrictions on use and disclosure and are protected by intellectual property
laws. Except as expressly permitted in your license agreement or allowed by law, you may
not use, copy, reproduce, translate, broadcast, modify, license, transmit, distribute, exhibit,
perform, publish, or display any part, in any form, or by any means. Reverse engineering,
disassembly, or decompilation of this software, unless required by law for interoperability,
is prohibited.

This documentation and related software may provide access to or information about
content, products, and services from third-parties. Adaptive Computing is not responsible
for and expressly disclaims all warranties of any kind with respect to third-party content,
products, and services unless otherwise set forth in an applicable agreement between you
and Adaptive Computing. Adaptive Computing will not be responsible for any loss, costs, or
damages incurred due to your access to or use of third-party content, products, or services,
except as set forth in an applicable agreement between you and Adaptive Computing.

Adaptive Computing, Moab®, Moab HPC Suite, Moab Viewpoint, Moab Wide Area Grid,
NODUS Cloud OS™, On-Demand Data Center™, and other Adaptive Computing products are
either registered trademarks or trademarks of Adaptive Computing Enterprises, Inc. The
Adaptive Computing logo is a trademark of Adaptive Computing Enterprises, Inc. All other
company and product names may be trademarks of their respective companies.

The information contained herein is subject to change without notice and is not warranted
to be error free. If you find any errors, please report them to us in writing.

Adaptive Computing Enterprises, Inc.
1100 5th Avenue South, Suite #201
Naples, FL 34102

+1 (239) 330-6093
www.adaptivecomputing.com
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Adaptive.hpc/ai/ml-as-a-service Overview

Adaptive.hpc/ai/ml-as-a-service Overview

Adaptive.hpc/ai/ml-as-a-service includes over 120+ open-source applications with
additional frameworks, tools and packages optimized for GPUs and AI/ML workloads. The
full Adaptive Computing Technology Stack is included and contains the Moab HPC Suite and
ODDC (On-Demand Data Center) software, and cloud-based or on-premises
supercomputing infrastructure.

For pricing information, contact us at sales@adaptivecomputing.com.

For support, contact us at support@adaptivecomputing.com.
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Chapter 1: Running an On-Premises Interactive Job

Chapter 1: Running an On-Premises Interactive Job

Follow the steps below to run an on-premises (using Moab Node) interactive job using a
precreated Viewpoint template.

1. Access the Viewpoint URL provided by Adaptive Computing. The Login screen appears:

Login

g Adaptive

2. Log in with the credentials provided by Adaptive Computing.
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Chapter 1: Running an On-Premises Interactive Job

3. Select the Workload tab and then select Create Job:

Select Application Template

Trpe  an
[®] Remobe Wiz Job Test
[E]) R Stimerps Josks o 5GP Pcadie
[E) Start Interactive E4S On Pr
[E] Suitemit E45 o A0S Frankd

[E] Suitemit E45 cn A0S with an

[E) Seitwmit E45 o A witha

Shaow 10
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Chapter 1: Running an On-Premises Interactive Job

4. Select the template Start Interactive E4S On Prem Session using A100 GPU:

n Smow O 9

HOME WORKLOAD REFORTING TEMPLATES HODES FILE MANAGER SESSIONS CONFIGURATION

Create Job

Start Interactive E45 On Prem Session using A100 GPU

% Application Description

Welcome to our Remote Viz Application!

Saplict thy aplicatioe vy el Bleo 1o Liingh and hit ghay 5okt botton

i fun! )
% Usger Inputs

Applicatien Graghical Termina -

— m

£ Adaptive
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Chapter 1: Running an On-Premises Interactive Job

5. Select the Application option Graphical Terminal and then click the Create button.
The Interactive session starts as a Moab job:

Moab o0
HORAL WORKLOAD ELFCHETNG TIMPLATES NODIS FILE MAMACER SELacwns COMPICURATION
(] Bturn bo eariess oear o
Job Details o ieturn bo earler search | ©
Job M : Moab. 1802 W Remote Vi Session ]
Sutwmssion Soript: A E
R te_viz_job Rriaierw sl hor) Muarsar BA&
Status: ACTIVE
S St RIS Termplate: Start interactive [45 On Prem Sesvion using A LOG GFU e 3
Credentialy O Statiaticn
[P RN Groug i Aot b =]
Clamy B Cpumity oo Serreie
W
W Codiai COUS W UNDR (PG
Time Frame
M- B BN T e v
Chats M anagemsent Oher Informastion
Emmrtion P Partmon Acoess Lint
Cwinguil Fath e Comnt
[
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Chapter 1: Running an On-Premises Interactive Job

6. Click the Workload tab to view the interactive Moab job running:

HOME WORKLOAD REPORTING

Workload =

TEMIPLAT

Refresh Inberval

Iaabd Rrmotr viz job cddeadmin
DT 1 THR  peesolt e
BEEl-1797  poewerl!
i1 70 prowvesteolT Font
et 115 premwentood fisel
ETIT- 1794 poswerolt T
Comet= 179 pemet xlde

ES

15s

dFLETED

COMPLETED

COMPLETED

COMPLETED

COMPLITID

COMPLETED

COMMLETED

COMPLETED

P TR

MNODES FILE MAMAGER

:

SESSIONS COMNFIGURATION

Carrent Search: 1887 results returmed

C e a
1 T D100 Filters
S001-0000
Lelect Queve Status »
e ]
2 T ONONI00 Fetoct Job Thoe ¥
2 ] e ] St -
ML
2 F a0
RESET FILTER
2 F Cafntr 2000
2 2 CRCNCE
ip 3 RN 0

HOME WORKLDAD REPORTING TEMPLATES NODES FILE MANAGER
Refresh Interval  15. w :
Stahem ¥ Cormbwalbl § jobs @ . ¢ 1 ¥ o
13786 &N A, Ll
o a0 i A
an o g
nn o o Lk T
B o il 4k )
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SESSIONS COMFIGURATION

Current Ssarch: 13 results rebumaed

L= e w

Filters
Select Status -
Sade? Ty w
& & &
Processors | x 0 - v
a - -
CPU 0 v - v
Utiization
. - - -
Mamory i ¥y e -
Utilization

RESET FILTER
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Chapter 1: Running an On-Premises Interactive Job

8. Click the Workload tab, click the interactive job running (called Moab.xx), and then click
the active Job Id link:

TEMPLATES NODES FILE MANAGER SESSIONS CONFIGURATION

HOME WORKLOAD REPORTING

Jﬂb D’Et ails 4} Beturn Do earlier search Cancel
Jobd: Moab.1802
Submission Script: M/A E

Remm""IJuh Reservation Mame: MA

Status: ACTIVE
Template: Start Interacthve E45 On Prem Session using A100 GPU (w3t

Job Status: RUMNING

CPU Statistics

Credentials
Liser 4} Group  odd Accounit M o
Class Mo Quality of Service | 3 -
m T v ul
Wl 5 L3513 i

W Decicated CPUs [ Unilned CPUS
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Chapter 1: Running an On-Premises Interactive Job

9. On the right side, hover over the option Remote Viz Session, click the blue arrow, and
then click Connect to Remote Session. A new URL tab opens where the session on the
Moab node will start (wait for the Graphical Terminal session to come up):

| [oddcadmin@al00-1 “]$ hostname
i(2100-1
ll [oddcadmin@al00-1 ~]$ |
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Chapter 1: Running an On-Premises Interactive Job

10.

11.

12.

You can run nvidia-smi, for example, to see the Nvidia details:
|

I 0 7 0 01 12HiB / 4864MiBE | 14 ol 1 0 0
0 0|
I I OMiB / 8191MiB | |
I
+-= - - - - e o
———— e m et
+__ - - T —— - T —————
R e
| Processes:
|
I GPU GI CI PID Type Process name GPU
Memory |
I ID ID Usa
Qe I

| No running processes found
|

e B B

—————————

[oddcadmin@al00-1 “1$ |

From the terminal session cd /es4sonpremvm/E4S/24 .02 to mount E4S from the
E4S Appvm:

[oddcadmin@al00-1 24,02]% cd
[oddcadmin@al00-1 “]$ cd /edsonpremvm/E4S/24,02
[oddcadmin@al00-1 24,02]% ||

Thenrun singularity run -nv e4s-cuda80-x86 64-24.05.siff toload
a Singularity container:

[oddcadmin@al00-1 24,02]% ls -la

total 50818476

drwxr-xr-x 5 root root 118 Jul 2 18:54 ,

drwxr=xr-x 4 root root 32 Jul 2 14:36 ..

-rw-r——r—— 1 root root 52038107136 Jul 2 19:48 eds-cuda80-xB86_64-24,05,sif
druxr=xr-x 23 root root 4096 Feb 12 10:50 examples

drwxr-xr-x 4 root root 130 Mar 11 15:24 mpich

-rw-r——r-— 1 root root 43 Mar 14 17:00 singularity-connect-command
drwxr—-xr-x 11 root root 4096 Mar 11 21:36 spack

[oddcadmin@al00-1 24,02]% singularity run ——nv eds-cudaB0-x86_64-24,05,sif
Singularity> l
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Chapter 1: Running an On-Premises Interactive Job

13. Run spack find toview all prerequisite packages available:

py-cppyiil. 2, ]
py-cppyll.2, ]
py-cppyll, 2,1
py-cryptography@dl, 0,3
py-cycler0, 11,

py-cyclerio, 11
py=cythonlf0, 23, 36
py-cythonlZ0, 29, 36
py-cython0, 29, 36
py-cython3, 0
py-cythons, 0
py-cythonts, 0,8
py-debugpyl 5,7
py-debugpy®l 5.7

py-decoratoriS, 1.1
py-decorator®t, 1,1
py-deephyper 5,0
py-defusedxml®0, 7,1
py-defusedxml®0, 7,1

py-dill@o 3.6
=>» 1054 installed packages
Singularity> i

xcb-util-wmi#0 4 2
xerces-cli, 2.5
xextprotold/, 2,0
xkbcompll, 4,6
xkbdatatl,0,1
xprotold7,0,31
xrandri?l . h.?2
xrandr#l,5,2
xtrans®l.5.0
xxd-standaloneli2, 2, 1201
;;(ngl._l,’+ .0
xZl5,.4 .6
yaml-cppl( .6, 3
yaml-cpp, 7,
zfpl0,5,5
zfpl0,5.5
zfpll,0,¢

zgh(®5, 8
zetd?1.5.6
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Chapter 1: Running an On-Premises Interactive Job

14. Run spack find -x toview the available E4S applications that can be loaded in

your path:

ecp-data-vis-sdkil, 0
exagol 6,
exagol, 6,0
exaworkso, 1,0
faodel@1,2108,1
flecsii2 2.1
flecsii2 2.1
flite2,1,0

f lux-corel0,61.2
flux-corel0,61.2
fortrilinos?, 3.0
-Fm@ 1,10,0
gasnet@2023,9,0
ginkgoll, 7.0
ginkgo@1,7,0
globalarraysis. 5.2
glvisid, 2

gotchall, 0,k
gptuneld 0,0
gromacsi2024 1
gromacsi2024 1

Singularity> .

mpifileutilsio, 11,1
ncemp1,9,1,0
ncolé5,1,9
nek5000E15, 0
nekboneld 1/ 0
netcdf-fortranid 6.1
netlib-scalapacki?, 2.0
nrmidd, 1.1

nvhpcli24 =
omega-hd, 34,13
omega-hid, 54,12
openfoam:2512
openmpilis, 0, 5
openpmd-apil?0, 15,2
papild/ . 1.0
papild/ . 1.0
papyrusiil. 0.2
parallel-netedfil, 12,2
paraview?5, 12,0
paraview?S, 12,0
parsec@3,0,2203
parsec3,0,2203

=>» 183 installed packages

tasmanian /D, 0
tau@2,33,.2
taul#2,33,2
trilinosil13,0,
trilinosi®15.1,
trilinosi®l5.1,
turbinel, 2,0
umaplé? 1.0

umpireld2024,02,
umpirel2024,02,

unifyfsi?,
upcxx2025,9.0
upcxx2025,9.0
variorumlido, /0
velocil, 7
visitlds, 5,5
vtk-me2,0,
vtk-me2, 1,
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Chapter 1: Running an On-Premises Interactive Job

15. Run spack find -x +cuda to view which of the available applications are GPU

16.

17.

enabled:

Singularity> spack find -x +cuda

- limoe ubuntuEE 04-x86_64 / JIIJll 4,0 = ———
adios2 ( hefftel petsclis, 21,
amrex/ hpctmlklt py-torchi2,2,:
arborxil | hpx@1 rajaid2024
axom0, 9 hupra ey | slatel
bricks: kokkosi?d = slepclis
cabana’ kokkos-kernelsid, 2 strumpack:”
caliperi?, ] lammps 2023080 sundialsié/ 0,
chail 1bann? superlu-distl
cuszl’ legion24 tasmanian:
dealiif®d.5.1 libpressiolio, taul2,33,:
ecp—data-vis-sdkil,0 magmal’, trilinos@l5,1,1
exagoldl mfem?d 6, umpirel.
flecsif2,2,] omega—hd, 24,12 upCxx@2023,
Flux-cwc a0, papili/ .1, vtk-mE2,1,
ginkgol!] par‘avieu 5. zfpl20,5,
gromacsi?024, parsec!

=> 47 mstalled packages

Singularity> f}

Run a find command, for example spack find openfoam to show if this application
is available and the version of the application:

Singularity> spack find openfoam

== linux-ubuntu22,04-x86_64 / gccl11,.4.0 —_— —_— o
openfoami 251

=> 1 installed package

Singularituy> l

As an example of a graphical application, run cd examples and use one of the
Application example files (e.g, if using tau, change to the directory cd
examples/tau):

Singularity> cd examples/tau

Singularity> ls -la

total 520

druxr-xr-x 2 root root 56 Mar 12 15:34 .,
drwxr-xr-x 23 root root 4096 Feb 12 15:50 ,.
-rw-r——r—— 1 root root 518704 Sep 2 2020 demo,ppk
-ru-r——r— 1 root root 5 Feb 12 15:50 fetch,sh
-rw-r--r-— 1 root root 9 Feb 12 15:50 ,gitignore
Singularity> .

Adaptive.hpc/ai/ml-as-a-service User Guide
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Chapter 1: Running an On-Premises Interactive Job

18. You can use the demo output file in the above directory to view, using for example
paraprof:

Singularity> ls -la

total 520

drwxr=xr-x 2 root root 56 Mar 12 15:34 ,
drwxr-xr-x 23 root root 4096 Feb 12 15:5%0 ..
-rw-r——r—— 1 root root 518704 Sep 2 2020 demo.ppk
-rw-r--r-- 1 root root 56 Feb 12 15:50 fetch.sh
-ru-r--r-- 1 root root 9 Feb 12 15:50 ,gitignore
Singularity> paraprof demo.ppk [

Here is a Graphical view using the example above:
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Chapter 1: Running an On-Premises Interactive Job

19. To terminate the remote session, from the Viewpoint U], select the Sessions tab:

n m|

2 Adastive

DA WOIRKLOAD REPOETING TIRFLATES WODES FRLE ek SRR S SEaTME CDERCLIRLATROM
——————

Remote Sessions @ L L FROErs: 1 renlts returmed

[ nemecin ] EREE

20. Hover over the started session, and then select Terminate Session. The remote

session is terminated and the interactive job completes:

HOME WORMLOAD

REPORTING TEMPLATES MNODES

Refresh Interval 15

w CREATE JOB

COMPLETED

FILE FAMAGER

vipab, L8O Ry oz COMPLETED LEL R
g 1800 [ b o COMPLETED LELERE IR
oab 175 Roemate b oo COMPLETED OO0
FOH s r COMPLETED < 2 QD0 2000

o T 7T preser ol e COMPLETED 2 2 Caliolacr 20
o 1794 powert r OO0 2

SESSIONS COMFIGLIRATION

Current Seanch: 1082 redulns rolurmad

Filtery
Splpat Quasias Sralus e
i T -
= £
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Chapter 2: Deploying E4S in the Cloud

Chapter 2: Deploying E4S in the Cloud

Follow the steps below to deploy E4S in the Cloud (using an AWS deployed cluster in
ODDC, nodes in bursting mode/down) using a E4S application, and using a precreated
Viewpoint template.

1. Access the Viewpoint URL provided by Adaptive Computing. The Login screen appears:

Login

@ Adaptive

2. Log in with the credentials provided by Adaptive Computing.
3. Select the Workload tab and then select one of the following templates as desired:
o Submit E4S on AWS with an application
o Submit E4S on Azure with an application
o Submit E4S on GCP with an application
o Submit E4S on OCI with an application
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Chapter 2: Deploying E4S in the Cloud

In the example below, we are using AWS:

Weliome, addiadmin S

Create Job

Submit E45 on AWS with an application

W Basic Settin
Resources
Mumbser of Cares Modes with Core ¢
Total Modes
Cores Per Node
W' Curstodm Settir

E45 Application

HOME WORKLOAD REPORTING TEMPLATES MNODES

2 Adaptive

FILE MAMAGER

SESSIOMS COMFIGURATION

This shows information about the ODDC cluster, such as the number of nodes and how

many cores are on each node.

4. From the E4S Application drop-down list, select the E4S Application to load in your

path using spack.
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Chapter 2: Deploying E4S in the Cloud

5. Click the Create button to start the process of Moab sending a power on job to ODDC to
start up the nodes in the AWS data center where the actual job is queued until the
nodes are deployed, then the job runs using the two nodes:

HOME WORKLOWAD REPORTING TEMPLATES RODES FILE MANAGER SESSIONS COMNFIGURATION

Workload < Refresh Interval 1 I CREATE JOB Cumrent Search: 1670 resits retumed
o

Fibters

COMPLETED

COMPLETED

LI

6. Access the ODDC URL provided by Adaptive Computing. The Login screen appears:

« Ad_a ptive

HPC Cloud On-Demand Data Center LORE i T YOLIR ACCOUNT

7. Log in with the credentials provided by Adaptive Computing.
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Chapter 2: Deploying E4S in the Cloud

8. Click the Cluster Manager tab:

g b sreea o
"
s e zar - e -
e e, S ¥ et = rin P
g L e - 3 gy as -
o froee in - 3 s — a
—r— — b rhen are e rrbad e e o

9. Click the cluster Name link (in this case e4s-aws-canada3) to view details about the
cluster:

0 0 2 q

o koo
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Chapter 2: Deploying E4S in the Cloud

10. Click the Nodes tab to view the cluster nodes deploying:

Cluritir Infarmation Cluster Compute Modes

Denkcy informaotion

Arsbiduictp Fore

MNone
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Chapter 2: Deploying E4S in the Cloud

12. Click the OPEN VNC VIEWER button. A pop up session opens that is connected to the
cluster head node, which is running a Ubuntu OS:

13. Click the Connect button:

Adaptive.hpc/ai/ml-as-a-service User Guide
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Chapter 2: Deploying E4S in the Cloud

14. Log in with the same credentials as your ODDC login. This connects to the head node on
a Ubuntu Remote Desktop Session:

15. Now run the spack find, spack find -x,spack find -x +cuda,and
spack find openfoam example commands as in the Viewpoint session:

N EON

a

16. Doacdandthenacd examples/tau as in the Viewpoint session:
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Chapter 2: Deploying E4S in the Cloud

17. Use the demo file (as an example) to run in paraprof, showing the Paraprof Graphics
rendering the demo file:

18. From the ODDC VNC session, close this session by first selecting File in the Paraprof
session, select Exit Paraprof, do exit on the terminal session to get out of the
terminal, select the options in the top-right of the Ubuntu desktop to select Log Out,
then select the Log Out confirmation to close your VNC session:

(') Balanced

£} Settings
(£} Power OFf / Log Out
Restart...

Power OFF...

Log Out
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Chapter 2: Deploying E4S in the Cloud

19. After the cluster nodes deploy, click the Nodes tab. The job submitted from Viewpoint
runs using the nodes and the nodes show busy while being used:

20. While the job is using the nodes, select the Queue tab to view the job being run on the
node:

When the job has completed on the nodes, the nodes show available again and ODDC
terminates the nodes automatically after the idle purge time set in Moab expires, then
the nodes are terminated:
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Chapter 2: Deploying E4S in the Cloud

Now the nodes are being terminated automatically on the Cloud provider:

Now the nodes are down until the next set of workloads is sent to it:
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